Pulse shaping notes
Digital modulation most often looks like either discrete phase or frequency shifts in a signal.  Frequency shifts keying (FSK) compares fairly well to FM, except that the data is not an analog signal imposed on a carrier.  Instead, it consists of a limited number of discrete frequency shifts.
Section 6.4

Digital modulation offers significant benefits over analog modulation (AM & FM).  It offers 

1
greater noise immunity (you just have to get close to one of a limited set of discrete states), 

2
greater security (public key encryption)

3
compression

4
FEC

5 
equalization

Digital modulation quality is generally measured in terms of two efficiencies that are readily compared in terms of higher order modulation.  Higher order modulation involves subdividing the average available amplifier power into more than just two choices (+/-1).  As an example, one could send three bits of information at a time with 23 energy levels, but they’d have to be closer together than with just two for the same average power.  Thus, they’re more susceptible to noise.

1 power efficiency (Eb/N0)  We’ve seen this a lot with our BER curves

a. Higher-order mod is predictably more susceptible to noise and less power efficient than lower-order modulation

b. We’ve seen power efficiency a lot and will return to it again later

2 bandwidth efficiency Rb/B

a. Higher order modulation passes multiple bits per symbol, say 3 bits at a time when there are 23 available levels per symbol.  Thus, the symbol rate goes down by a factor of three and the modulation uses less (3x less) bandwidth.

But bandwidth is an elusive term.  If you use the null-to-null definition (p 281), the bandwidth of BPSK is 2Rb.  But adjacent side-lobes are only down 13 dB and leaves little room for margin in cell systems.  The FCC uses 99% power confinement.  To get that low requires 0.5% on either side of bandwidth edges or -23 dB.  This is near -13 -6 -6 or about three nulls on either side of the center frequency.  Thus, the bandwidth could also be called 6Rb or more.  That really eats into the number of users that you can support in a bandwidth.
Section 6.6
A natural way to limit bandwidth is to filter a signal.  If you filter a signal, it looks like the smearing you get in a channel.  This generally leads to ISI.

Nyquist found the criteria a filter must satisfy to avoid adding ISI.  Basically, you need the filter to have a response of zero at all symbol times except the center of the filter (where you pass the data).  Many filters are Nyquist filters, but certain ones are especially good ones.
First, filters that limit bandwidth approximate an ideal low-pass filter in the frequency domain and look somewhat like a sinc function in the time domain.  The goal is spectral confinement, so you want your filter to mimic a low-pass filter.

Second good filters should decay rapidly away from zero so that you can truncate them to a reasonable length for practical realizability.  You also want them to decay quickly to minimize the impact of timing jitter.
Third, you want the combined filtering at Tx and Rx sides to be a Nyquist pulse.

Since optimal filtering involves matched filtering at the Rx side, the Root Raised Cosine (RRC) filter is a real favorite.  You can compute it in matlab as follows:

h = rcosine( 1, # samples per symbol, ‘sqrt’, R = alpha, delay = ½ * num symbols in the filter)
With a RRC, the bandwidth is limited to (1+alpha) * Rb.
Thus, with an RRC and alpha = 0.3 (a typical value), the bandwidth is B = 1.3*Rb or 1.3/6 = 0.22 times the bandwidth of unshaped BPSK.  This allows you to cram almost five times the number of users into a cell-provider bandwidth.  Very valuable, and no ISI!

