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The base  Functions for  neural Aetworks
are 533 motol 8 ( S-s/m,peo{ ¢ross section )
saéumtln? at O and | as inpats x|, or x;
approach Te, (Actually, there are many
differert types of neural networks, but most
incor porate sijmoc‘da( base  Fanctions.)

One Feature Aisé?nﬁui#iny Siynoid nearal networks
from  the obher networds we discuss |z Gt

e base Functions ineed nct be Fixed. Instead,
the base Functions are themselves  Subnetworks
of -the Form shown below:
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funetions m lv+e

we have indluded identaty functions , which pass

their inputs -throujh unchqnyeal , *o emphagize
that the computation of the ase Fanct ion  (ooks
(ike a complete kbase Sfunction network  where
the  base Functions are /dentit,  Funetions.

The key Adifference between -the above subnetwork
and a  base  Function network s the (neludion

of -the sigmoidl sguashin function 1
in the zu'ﬁpu'fi. 4 \ 7 +e™®
T+e- =
1
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The sijmoipl s,uashe.r- makes -the newral network hnonlinear
and  makes it capable of aniversal dpproximation.
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Function  Approximations — Base Fun¢tion Nebwork s

NEURAL NETWORKS Cemt.)
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noke.  4the newral network qrfromma-tton alway

yields a smeoth surface, but Tt is difficult
o  mentally gues? the BShape of +the Surface

From  the base Functions and e wein’S.
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