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Abstract—This paper describes a method of construction of a composite field representation from a given binary field representation. We derive the conversion (change of basis) matrix. The special case of when the degree of the ground field is relatively prime to the extension degree, where the irreducible polynomial generating the composite field has its coefficients from the binary prime field rather than the ground field, is also treated. Furthermore, certain generalizations of the proposed construction method, e.g., the use of nonprimitive elements and the construction of composite fields with special irreducible polynomials, are also discussed. Finally, we give storage-efficient conversion algorithms between the binary and composite fields when the degree of the ground field is relatively prime to the extension degree.
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1 INTRODUCTION

There has been a growing interest to develop hardware and software methods for implementing the finite field arithmetic operations particularly for cryptographic applications [13], [15], [11], [14], [16], [17], [18]. In order to obtain efficient implementations, the computations are often performed in bases other than the standard polynomial basis for the field $GF(2^k)$. Thus, we are often faced with the basis conversion problems between two different implementations of the same field such that the conversion between the two bases is efficient. For example, two such conversion problems were addressed recently [4], [3], [2]. In this paper, we are interested in the efficient conversion between the composite and binary representations.

A particularly interesting case occurs when the field $GF(2^k)$ is a composite field, i.e., $k$ is not a prime and can be written as $k = nm$. It has been observed that efficient hardware and software implementations can be obtained for such fields [15], [11], [12], [19]. Thus, instead of performing the computations in the binary field, it is more efficient to implement the composite field to perform the computations. This methodology requires that we construct the composite field by suitably selecting $n$ and $m$ and also by finding an irreducible polynomial to generate the field $GF((2^n)^m)$. Furthermore, efficient methods are needed for conversion of elements between the binary and composite fields. The general methodology for constructing composite fields is well established [1]. The conversion problem between the composite and binary fields and the selection of a suitable primitive element was addressed [10]. In this work, Paar derives the conversion matrix between the fields $GF(2^k)$ and $GF((2^n)^m)$ which are already known (fixed) by their generating polynomials [10].

In this paper, we examine a slightly different problem: We construct a composite field $GF((2^n)^m)$ given the binary field $GF(2^k)$, assuming the generating polynomial of the composite field was not fixed or given a priori. We introduce practical algorithms for constructing the conversion matrix $GF((2^n)^m)$ and for obtaining the conversion matrix given the binary field $GF(2^k)$. We also give efficient conversion algorithms for the case $gcd(n,m) = 1$, which do not require the storage of the conversion matrix. Our approach requires the use of a primitive element in $GF(2^k)$ in order to construct the composite field $GF((2^n)^m)$. However, variations are possible, for example, a nonprimitive element can also be used. Furthermore, we show how to construct the composite field with a special irreducible generating polynomial, e.g., a trinomial, a pentanomial, or an equally-spaced-polynomial.

2 FUNDAMENTALS

Let $GF(2^k)$ denote the binary extension field defined over the prime field $GF(2)$. In order to construct $GF(2^k)$ and represent its elements, we need an irreducible polynomial $p(x)$ of degree $k$ whose coefficients are in $GF(2)$. If $a$ is a root of $p(x)$, then the set $B_1 = \{1, a, a^2, \ldots, a^{k-1}\}$ forms a basis for the field $GF(2^k)$. An element $A$ of $GF(2^k)$ can be expressed as $A = \sum_{i=0}^{k-1} a_i a^i$, where $a_i \in GF(2)$ for $i = 0, 1, \ldots, k-1$. The row vector $(a_0, a_1, \ldots, a_{k-1})$ is called the representation of the element $A$ in the basis $B_1$. Once the basis is selected, the rules for the field operations, e.g., addition, multiplication, and inversion, can be derived.

There are various ways to represent the elements of $GF(2^k)$, depending on the choice of the basis or the particular construction method. If $k$ is the product of two integers as $k = mn$, then it is possible to derive a different representation method by defining $GF(2^k)$ over the field.
Theorem 1. The field $GF(2^n)$ over which the composite field is defined is called the ground field. An extension field defined over a subfield of $GF(2^k)$ other than the prime field $GF(2)$ is known as a composite field. We will use $GF((2^n)^m)$ to denote the composite field. Since there is only one field with $2^n$ elements, both the binary and the composite fields refer to the same field. However, their representation methods are different and it is possible to obtain one representation from the other.

Since the composite field is defined over $GF(2^n)$, we need an irreducible polynomial of degree $m$ with coefficients in the ground field $GF(2^n)$. Let $g(x)$ be an irreducible polynomial of degree $m$ defined over $GF(2^n)$. If $\beta$ is a root of $g(x)$, then the set $B_2 = \{1, \beta, \beta^2, \ldots, \beta^{m-1}\}$ forms a basis for $GF((2^n)^m)$. An element $A \in GF((2^n)^m)$ can be written as $A = \sum_{i=0}^{m-1} a_i \beta^i$, where $a_i \in GF(2^n)$. The row vector $(a_0, a_1, \ldots, a_{m-1})$ is the composite field representation of $A$ in the basis $B_2$. The coefficients in the composite field representation are in the ground field $GF(2^n)$ and, thus, we need to be able to perform field operations in $GF(2^n)$ in order to perform field operations in $GF((2^n)^m)$. Therefore, we need an irreducible polynomial $v(x)$ of degree $n$ over $GF(2)$ in order to construct the ground field $GF(2^n)$. If $\gamma$ is a root of $v(x)$, then the set $B_3 = \{1, \gamma, \gamma^2, \ldots, \gamma^{n-1}\}$ is a basis for $GF(2^n)$, thus, an element $a \in GF(2^n)$ can be written as $a = \sum_{i=0}^{n-1} a_i \gamma^i$, where $a_i \in GF(2)$. The row vector $(a_0, a_1, \ldots, a_{n-1})$ represents the element $a \in GF(2^n)$ in the basis $B_3$.

3 CONSTRUCTION OF THE COMPOSITE FIELD

The proposed construction method depends on the availability of a primitive element $\alpha$ in $GF(2^k)$. If available, $B_2$ and $B_3$ are constructed so that $\beta$ and $\gamma$ are expressed in terms of $\alpha$ explicitly, as powers of $\alpha$. This will facilitate conversion. Before we explain the details of the construction, we introduce the following theorem.

**Theorem 1.** For $\alpha \in GF((2^n)^m)$ and $\gamma = \alpha^r$, where $r = (2^m - 1)/(2^n - 1)$:

1. $\alpha^r \in GF(2^n)$,
2. If $\alpha$ is a primitive element, then $\gamma$ is primitive in $GF(2^n)$.

**Proof.** Result 1 is shown in [6]. For result 2, suppose $\alpha$ is primitive but $\gamma$ is not, then $\gamma^t = 1$ for some $t < 2^n - 1$, so $\alpha^u = 1$ for $u = rt < 2^m - 1$, which means that $\alpha$ is not primitive, a contradiction. Hence, $\gamma$ must also be primitive. $\square$

Let $GF((2^n)^m)$ be an extension field of $GF(2^n)$ and $\alpha \in GF((2^n)^m)$. The set of the elements

$$C = \{\alpha, \alpha^2, \alpha^{2^2}, \ldots, \alpha^{2^{m-1}}\}$$

is called the conjugates of $\alpha$ with respect to $GF(2^n)$. The conjugates of $\alpha$ are not necessarily distinct elements of $GF((2^n)^m)$. Every element $\alpha \in GF((2^n)^m)$ is associated with a monic irreducible polynomial whose coefficients are in one of the subfields of $GF((2^n)^m)$. This polynomial is called the minimal polynomial of $\alpha$ and will be denoted by $m_{\alpha}(x)$. Since $\alpha$ is a primitive element, its conjugates in $GF((2^n)^m)$ are distinct and its minimal polynomial over $GF(2^n)$ is of degree $m$. The minimal polynomial of $\alpha$ is given as:

$$m_{\alpha}(x) = (x + \alpha)(x + \alpha^2)(x + \alpha^2^2) \cdots (x + \alpha^{2^{m-1}}).$$

The polynomial $m_{\alpha}(x)$ is an irreducible polynomial of degree $m$ with coefficients in $GF(2^n)$. These definitions of the conjugates and the minimal polynomial of an element of the composite field are given with respect to a subfield of the composite field. Similarly, if the prime field $GF(2)$ is taken as the subfield, then we obtain the definitions of the conjugates and minimal polynomial of an element in the binary field $GF(2^n)$.

For example, let $GF(2^n)$ be the binary field with $k = nm$ and $\alpha$ be a primitive element in $GF(2^n)$, then the conjugates of $\alpha$ and its minimal polynomial can be given as:

$$C' = (\alpha, \alpha^2, \alpha^2^2, \ldots, \alpha^{2^{m-1}}).$$

The polynomials $m_{\alpha}(x)$ and $m'_{\alpha}(x)$ are the minimal polynomials of the same element $\alpha$ with respect to the subfields $GF(2^n)$ and $GF(2)$, respectively.

The arithmetic operations in $GF((2^n)^m)$ can be implemented much faster in software [15] or using fewer gates in hardware [11] if the degree-$m$ irreducible polynomial is selected such that its coefficients are in $GF(2)$ instead of $GF(2^n)$. For this, it is necessary to construct a primitive polynomial over $GF(2^n)$ with coefficients from $GF(2)$. We define $\beta = \alpha^x$ such that

$$s = \frac{2^{2m} - 1}{2^m - 1} = 1 + 2^m + 2^{2m} + 2^{3m} + \ldots + 2^{(n-1)m}. \quad (1)$$

Note that the element $\beta = \alpha^x$ is the constant term of the minimal polynomial of $\alpha$ with respect to $GF(2^n)$ and, thus, it also belongs to $GF(2^n)$. We then construct the minimal polynomial of $\beta$ with respect to $GF(2^n)$ as:

$$m_{\beta}(x) = (x + \beta)(x + \beta^2)(x + \beta^2^2) \cdots (x + \beta^{2^{m-1}}). \quad (2)$$

We have the following theorem regarding the reduction of $m_{\beta}(x)$ given above.

**Theorem 2.** If $\text{gcd}(m, n) = 1$, the minimal polynomial $m_{\beta}(x)$ given by (2) is equivalent to

$$m_{\beta}(x) = (x + \beta)(x + \beta^2)(x + \beta^2^2) \cdots (x + \beta^{2^{m-1}}). \quad (3)$$

**Proof.** It is sufficient to show that the following identity holds:

$$\{1, 2^n, 2^{2n}, \ldots, 2^{(m-1)n}\} = \{1, 2, 2^2, \ldots, 2^{(m-1)}\} \pmod{2^m - 1}. \quad (4)$$

Hence, we need to show that the exponents satisfy the following set equality:

$$\{0, n, 2n, \ldots, (m - 1)n\} = \{0, 1, 2, \ldots, (m - 1)\} \pmod{m}. \quad (5)$$
The LHS may be viewed as the result of the mapping \( x \mapsto nx \pmod{m} \) applied to the elements of the set on the RHS. Since \( \gcd(m, n) = 1 \), the inverse \( n^{-1} \pmod{m} \) exists and the map is invertible. Hence, there is a one-to-one correspondence between the two sets. It follows that the identities (5) and (4) hold.

The polynomial \( q(x) = m_\beta(x) \) given by (2) is of exactly the same form as the minimal polynomial of \( \beta \) with respect to the field \( GF(2) \) and, therefore, its coefficients belong to \( GF(2) \). Hence, \( q(x) = m_\beta(x) \) may be used to construct extensions of \( GF(2^n) \) whenever \( \gcd(n, m) = 1 \) and, at the same time, yield efficient arithmetic since its coefficients are in \( GF(2) \).

### 4 Derivation of the Conversion Matrix

In this section, we show the derivation of the general conversion matrix from the composite field to the binary field representation. Let \( p(x) \) be a degree-\( k \) primitive polynomial defined over \( GF(2) \). We construct the field \( GF(2^k) \) using \( p(x) \), where \( \alpha \) is a primitive element used to obtain the basis

\[ B_1 = \{1, \alpha, \alpha^2, \ldots, \alpha^{k-1}\}. \]

Here, \( p(x) \) is the minimal polynomial of \( \alpha \) with respect to \( GF(2) \). To obtain the composite field representation, we will obtain the minimal polynomial of \( \alpha \) with respect to \( GF(2^n) \). We denote this polynomial by \( q(x) \), which is given as:

\[ q(x) = (x + \alpha)(x + \alpha^2)(x + \alpha^{2^n}) \cdots (x + \alpha^{2^n+m-1}). \]

We use \( q(x) \) to construct the field \( GF((2^m)^n) \) defined over \( GF(2^n) \), where the basis is

\[ B_2 = \{1, \alpha, \alpha^2, \ldots, \alpha^{m-1}\}. \]

Using the bases \( B_1 \) and \( B_2 \), we obtain two different representations of the element \( A \) as:

- **Basis** \( B_1 \): \( A = \sum_{i=0}^{k-1} a_i \alpha^i \), \( a_i \in GF(2) \).
- **Basis** \( B_2 \): \( A = \sum_{j=0}^{m-1} a'_j \alpha'^j \), \( a'_j \in GF(2^m) \).

To obtain the conversion rule between these two representations of the field, we construct the basis of representation of the ground field \( GF(2^n) \) in a special way. To obtain a basis, we select the constant coefficient \( \gamma \) of the minimal polynomial \( q(x) \) with respect to the field \( GF(2^n) \). \( \gamma \) is a coefficient of the minimal polynomial and, therefore, belongs to \( GF(2^n) \). Since it is also primitive, \( \gamma \)'s powers will generate a polynomial basis for \( GF(2^n) \), \( B_3 = \{1, \gamma, \gamma^2, \ldots, \gamma^{n-1}\} \). Therefore, the \( a'_j \)s are represented using the basis \( B_3 \) as:

- **Basis** \( B_3 \): \( a'_j = \sum_{i=0}^{n-1} a_{ji} \gamma^i \), \( a_{ji} \in GF(2) \).

Furthermore, the irreducible polynomial for \( GF(2^n) \) is the minimal polynomial of \( \gamma \) with respect to \( GF(2) \), which is given as:

\[ u(x) = (x + \gamma)(x + \gamma^2)(x + \gamma^{2^n}) \cdots (x + \gamma^{2^n-1}). \]

In order to obtain the conversion matrix from the composite field \( GF((2^m)^n) \) to the binary field \( GF(2^k) \), we write

\[ A = \sum_{j=0}^{m-1} a_{ji} \gamma^j, \quad \text{and} \quad \bar{A} = \left[ \begin{array}{c} a_{00} \\ \\ a_{n-1} \\ a_n \\ a_{2n-1} \\ \\ a_{mn-1} \\ a_{mn-n} \\ \\ a_{mn-1} \end{array} \right]. \]

Each one of the \( T_{ij} \) submatrices is an \( n \times n \) matrix whose entries are from the field \( GF(2) \). The entire \( T \) matrix is a \( k \times k \) matrix with entries from \( GF(2) \). Once the \( T \) matrix is obtained, the conversion matrix from the binary field to the composite field can be obtained by computing \( T^{-1} \). Both of these matrices need to be precomputed and saved.

We present a method to construct a composite field representation such that the conversion matrix is easily derived. The construction generates the irreducible polynomial used for the ground field. Alternatively, one can use a slightly modified version of our construction to generate the conversion matrix when the polynomial for the ground field \( GF(2^n) \) representation is prespecified. In this case, the construction proceeds as before until \( \gamma = \alpha^s \) and its associated minimal polynomial is found. Then, using the exhaustive search method introduced in [10], a mapping between \( \gamma \) and a primitive element in the prespecified representation is obtained. Combining the two mappings, the final conversion matrix is obtained.

#### 4.1 Special Case of \( \gcd(n, m) = 1 \)

In Section 3, a method for constructing degree-\( m \) polynomials irreducible over \( GF(2^n) \) with coefficients from \( GF(2) \) was introduced. This requires that \( \gcd(n, m) = 1 \) and...
\[ \beta = \alpha^r \]. We use \( m_\beta(x) \) to construct the composite representation for \( GF(2^m) \). An element of \( GF(2^m) \) can be written as:
\[
A = \sum_{j=0}^{m-1} a_j \beta^j,
\]
where \( a_j \in GF(2^m) \). To represent the subfield \( GF(2^n) \), similar to the previous construction, we choose the basis generated by \( \gamma = \alpha^r \), where \( r = \frac{2^n - 1}{2^i - 1} \), and obtain the representation of \( a_j \) as:
\[
a_j = \sum_{i=0}^{n-1} \bar{a}_j \gamma^i,
\]
where \( \bar{a}_j \in GF(2) \). By combining these two representations, we obtain
\[
A = \sum_{j=0}^{m-1} \sum_{i=0}^{n-1} \bar{a}_j \gamma^i \beta^j = \sum_{j=0}^{m-1} \sum_{i=0}^{n-1} \bar{a}_j \alpha^{(ri+j)},
\]
where \( \bar{a}_j \in GF(2) \). We reduce the terms \( \alpha^{(ri+j)} \) using the generating polynomial \( p(x) \) and obtain their representation the basis \( \{1, \alpha, \alpha^2, \ldots, \alpha^{k-1}\} \) as:
\[
\alpha^{ri+j} = \sum_{h=0}^{k-1} t_{i,jh} \alpha^h,
\]
where \( t_{i,jh} \in GF(2) \) are the elements of the conversion matrix. By substitution, we derive the binary representation of \( A \) from its composite representation
\[
A = \sum_{h=0}^{k-1} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \bar{a}_j t_{i,jh} \alpha^h.
\]
This sum gives the conversion matrix \( T \) between two representations, similar to (9).

### 4.2 An Example

We show the construction of the conversion matrix \( T \) from the composite field \( GF(2^4) \) to the binary field \( GF(2^2) \). Let \( GF(2^4) \) be constructed using the primitive polynomial \( p(x) = x^{13} + x^7 + x^4 + x^3 + 1 \) and \( \alpha \) be a root of \( p(x) \), thus \( \alpha \) is a primitive element in \( GF(2^4) \). As we have shown, \( \gamma = \alpha^7 \) is a primitive element in the ground field \( GF(2^2) \), where \( r = (2^2 - 1)/(2^4 - 1) = 585 \). We construct the composite field \( GF(2^4) \) over the field \( GF(2^2) \) using the irreducible polynomial \( q(x) \) which is constructed according to (1). The irreducible polynomial \( q(x) \) is of degree 4 and its coefficients are from the ground field \( GF(2^2) \), which is given as follows:
\[
q(x) = (x + \alpha)(x + \alpha^2)(x + \alpha^3)(x + \alpha^7) = x^4 + \alpha^{1755}x^3 + \alpha^{2340}x^2 + \alpha^{585}.
\]
Note that \( \alpha \) is in \( GF(2^4 \), however, \( \alpha^{585} \) is an element of \( GF(2^2) \) and so are \( \alpha^{1755} = (\alpha^{585})^3 \) and \( \alpha^{2340} = (\alpha^{585})^4 \). Furthermore, we have \( (\alpha^{585})^7 = (\alpha^{1755})^5 = (\alpha^{2340})^7 = 1 \). In order to represent the elements of the ground field \( GF(2^2) \), we use the constant term in \( q(x) \) as the basis element, which is \( \gamma = \alpha^{585} \). An element \( A \) is expressed in basis \( B_2 \) as
\[
A = a_0 + a_1 \alpha + a_2 \alpha^2 + a_3 \alpha^3,
\]
where \( a_j \in GF(2^3) \). We can express \( a_j \) in \( GF(2^3) \) using \( \gamma = \alpha^{585} \) as the basis element
\[
a_j = a_0 + a_3 \gamma + a_2 \gamma^2 = a_0 + a_3 \alpha^{585} + a_2 \alpha^{1170},
\]
where \( a_j \in GF(2) \) for \( j = 0, 1, 2, 3 \) and \( i = 0, 1, 2 \). Therefore, the representation of \( A \) in the composite field is found as:
\[\begin{align*}
A &= \bar{a}_0 + \bar{a}_3 \alpha^{585} + \bar{a}_2 \alpha^{1170} + \bar{a}_0 \alpha + \bar{a}_1 \alpha^{586} + \\
&\quad \bar{a}_2 \alpha^{1171} + \bar{a}_0 \alpha^2 + \bar{a}_2 \alpha^{587} + \bar{a}_2 \alpha^{1172} + \bar{a}_0 \alpha^3, \quad (19)
\end{align*}\]
\[\begin{align*}
\bar{a}_0 &= \bar{a}_0 + \bar{a}_3 \gamma + \bar{a}_2 \gamma^2 = \bar{a}_0 + \bar{a}_3 \alpha^{585} + \bar{a}_2 \alpha^{1170},
\end{align*}\]
where \( \bar{a}_i \in GF(2) \) for \( i = 0, 1, 2, 3 \) and \( i = 0, 1, 2 \). This gives us \( \alpha \) terms in the above expression with exponents between 0 and 11. A term of the form \( \alpha^{585i+j} \) is reduced modulo \( p(x) \) by successively using the relation \( \alpha^{12} = \alpha^2 + \alpha^3 + 1 \). We obtain the representation of \( A \) in the binary field \( GF(2^2) \) using the basis \( B_1 = \{1, \alpha, \alpha^2, \ldots, \alpha^{11}\} \) as:
\[
A = a_0 + a_1 \alpha + a_2 \alpha^2 + a_3 \alpha^3 + a_4 \alpha^4 + a_5 \alpha^5 + a_6 \alpha^6 + a_7 \alpha^7 + a_8 \alpha^8 + a_9 \alpha^9 + a_{10} \alpha^{10} + a_{11} \alpha^{11}.
\]

The relationship between the terms \( a_i \) for \( h = 0, 1, \ldots, 11 \) and \( a_j \) for \( j = 0, 1, 2, 3 \) and \( i = 0, 1, 2 \) determines the elements \( t_{i,jh} \) of the conversion matrix \( T \). For example, the first row of the matrix \( T \) is obtained by gathering the constant terms in the right-hand side of (19) after the substitution, which gives the constant coefficient in the left hand side, i.e., the term \( a_0 \). A simple inspection shows that
\[
a_0 = a_{60} + a_{61} + a_{41} + a_{42} + a_{32}.
\]
which determines the first row of \( T \). Similarly, \( a_1 \) is obtained by summing the coefficients of \( \alpha \) as:
\[
a_1 = a_{62} + a_{01} + a_{11} + a_{12} + a_{41} + a_{42} + a_{32},
\]
which determines the next row of \( T \). The remaining terms \( a_i \) for \( i = 2, 3, \ldots, 11 \) are obtained similarly, i.e., by gathering the coefficients of \( \alpha^i \) for \( i = 2, 3, \ldots, 11 \), respectively. Therefore, we obtain the \( 12 \times 12 \) matrix \( T \) as follows:
\[
A = \begin{bmatrix}
1 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0
\end{bmatrix}
\]
This matrix gives the representation of an element in the binary field \( GF(2^{12}) \) given its representation in the composite field \( GF((2^3)^4) \). The inverse transformation, i.e., the conversion from \( GF(2^{12}) \) to \( GF((2^3)^4) \), requires the computation of \( T^{-1} \).

5 Comparison of the Two Methods for Deriving Conversion Matrices

In this section, we compare the complexity of our method against that of the method proposed in [10]. We will refer to the second method as the “exhaustive search method” since it requires an exhaustive search in \( GF(2^n) \) in order to construct the conversion matrix between the binary and composite fields. The construction is based on finding the relation between the two primitive elements \( \alpha \) and \( \beta (= \alpha^t) \) of the two representations such that the condition

\[
R(\alpha^i) = 0 \pmod{Q(y), P(x)}
\]

is satisfied. Here, \( R(z) \), \( Q(y) \), and \( P(x) \) are generating polynomials for the fields \( GF(2^n) \), \( GF(2^m) \), and \( GF((2^3)^m) \), respectively. The lack of an explicit mathematical connection between \( \alpha \) and \( \beta \) makes it difficult to compute the discrete logarithm \( t = \log_{\beta}(\alpha) \) by direct means. Hence, an exhaustive search is performed. The method utilizes a table with \( 2^t - 1 \) entries in order to reduce the complexity by \( k \). The table keeps track of the conjugacy classes that are already checked. Although this method reduces the complexity of the algorithm by a factor of \( k \), its time complexity is still exponential and can be given as:

\[
\mathcal{O}\left(\frac{\Phi(2^t - 1)}{k}\right)
\]

where \( \Phi \) denotes the Euler totient function. This prohibits the applicability of the reduction method for even moderate values of \( k \) because of the size of the table. For a detailed explanation of the method and its complexity, see [10, pp. 9-12].

For small \( k = n \cdot m \), this algorithm provides a general solution to the conversion problem. However, when \( k \) gets larger, it becomes impossible to apply this algorithm to construct the conversion matrix because of its exponential time complexity. Therefore, the algorithm might become inapplicable to this case even for the moderate values of \( k \). Note also that the method requires primitive polynomials to construct the finite fields, \( GF(2^n) \), \( GF(2^m) \), and \( GF((2^3)^m) \). The case in which the field polynomials are nonprimitive irreducible polynomials is not covered in the algorithm.

The new method provides a polynomial time algorithm for the same purpose. We start with analyzing the complexity of the general case studied in Section 4 and then give the complexity of special case when \( \gcd(n, m) = 1 \). Constructing the conversion matrix in the general case involves the computation of the powers of the primitive element in \( GF(2^k) \)

\[
\alpha^{ri+j} \quad i = 0, 1, \ldots, n - 1 \quad \text{and} \quad j = 0, 1, \ldots, m - 1.
\]

We need to perform field multiplications in \( GF(2^k) \) in order to calculate these powers of the primitive element. In the following, we present a complexity of the method for the general case in terms of the number of multiplications in \( GF(2^k) \). The first \( m \) powers of the primitive elements, \( \alpha^0, \alpha^1, \ldots, \alpha^{m-1} \), come for free without any field multiplication operation since these powers do not exceed the degree of the irreducible polynomial of \( GF(2^k) \). The \((m+1)\)st power of the primitive element to compute is \( \alpha^r \) and it involves an exponentiation operation in \( GF(2^n) \). We can easily calculate the exact number of field multiplications needed to calculate the exponentiation since the exponent \( r \) has a special form as \( r = 1 + 2^m + 2^{2m} + \ldots + 2^{(m-1)n} \). Namely, the exponent, \( r \), has \( m \) nonzero bits in its binary expansion and, thus, \( m + k - n - 1 \) multiplication operations are required to perform the exponentiation treating squaring operations in \( GF(2^k) \) as field multiplications. Then, we need to compute the powers of the primitive elements \( \alpha^{2r}, \alpha^{3r}, \ldots, \alpha^{(n-1)r} \), which requires \((n - 2)\) field multiplications. And, finally, we can compute the rest of the exponents,

\[
\alpha^{ri+j} \quad i = 1, 2, \ldots, n - 1 \quad \text{and} \quad j = 1, 2, \ldots, m - 1
\]

by performing \((n - 1) \cdot (m - 1)\) multiplications, thus the total number of field multiplications to compute all the powers can be given as \( 2k - n - 2 \).

The complexity in terms of the number of field multiplications for the special case of \( \gcd(n, m) = 1 \), studied in Section 5, can be computed in a similar manner. For this case, we need to calculate the following powers of the primitive element in \( GF(2^k) \):

\[
\alpha^{ri+j} \quad i = 0, 1, \ldots, n - 1 \quad \text{and} \quad j = 0, 1, \ldots, m - 1.
\]

These elements can be written as:

\[
\begin{align*}
\alpha^0 & \quad \alpha^r & \quad \alpha^{2r} & \quad \alpha^{3r} & \quad \ldots & \quad \alpha^{(m-1)r} \\
\alpha^r & \quad \alpha^{r+s} & \quad \alpha^{r+2s} & \quad \ldots & \quad \alpha^{r+(m-1)s} \\
\ldots & \quad \ldots & \quad \ldots & \quad \ldots & \quad \ldots \ldots \\
\alpha^{(n-1)r} & \quad \alpha^{(n-1)r+s} & \quad \alpha^{(n-1)r+2s} & \quad \ldots & \quad \alpha^{(n-1)r+(m-1)s}.
\end{align*}
\]

First, we calculate \( \alpha^r \) and \( \alpha^{2r} \), which require \( k + n + m - 1 \) and \( k + n + m - 1 - 1 \) field multiplications, respectively. The powers of \( \alpha \) in the first row, \( \{\alpha^0, \alpha^r, \ldots, \alpha^{(m-1)r}\} \), require \( m - 2 \) field multiplications. Similarly, the remaining powers in the first column require \( n - 2 \) field multiplications. For the rest of the powers of the primitive element, we need to perform \((n - 1) \cdot (m - 1)\) field multiplications. Thus, we find that the total number of multiplications to obtain the conversion matrix in the special case \( \gcd(n, m) = 1 \) is equal to \( 3k - 5 \).

6 Use of Nonprimitive Elements

The proposed method of construction of the composite field \( GF((2^k)^m) \) depends on the availability of a primitive element.
\( \alpha \) in \( GF(2^k) \), which is the root of a degree-\( k \) primitive polynomial \( p(x) \) defined over \( GF(2) \). We then derive the transformation (change of basis) matrix \( T \) from \( GF(2^k) \) to \( GF((2^m)^n) \) using the minimal polynomial of \( \alpha \) with respect to \( GF(2^k) \) as \( q(x) = m_\alpha(x) \). A question arises about the derivation of the transformation matrix in the case when a nonprimitive polynomial \( h(x) \) is used to construct the field \( GF(2^k) \). In this case, we cannot construct the composite field \( GF((2^m)^n) \) properly and obtain the transformation matrix \( T \). Fortunately, we do not need a specific primitive element, any primitive element would work. The primitive elements in a finite field are abundant and it is easy to find one given a representation of the field \( GF(2^k) \). Let \( h(x) \) be a nonprimitive irreducible polynomial used to construct the binary field \( GF(2^k) \) and also let \( \sigma \) be a root of \( h(x) \). The set

\[
B_3 = \{1, \sigma, \sigma^2, \ldots, \sigma^{n-1}\}
\]

forms a basis for the field \( GF(2^k) \). Let \( \alpha \) be a primitive element in the field \( GF(2^k) \). We can use the primitive element \( \alpha \) to construct the composite field \( GF((2^m)^n) \) properly, as in Section 4 (or, as in Section 4.1 if gcd\((n, m) = 1\)). According to Section 4, we have the bases \( B_1, B_2, \) and \( B_3 \) as:

\[
B_1 = \{1, \alpha, \alpha^2, \ldots, \alpha^{k-1}\}, \quad B_2 = \{1, \alpha, \alpha^2, \ldots, \alpha^{m-1}\}, \quad B_3 = \{1, \gamma, \gamma^2, \ldots, \gamma^{n-1}\},
\]

where \( \alpha \) is a primitive element in \( GF(2^k) \) and \( \gamma = \alpha^r \) with \( r = (2^m - 1)/(2^n - 1) \). We represent an element of the binary field \( GF(2^k) \) using the basis \( B_1 \). On the other hand, we represent an element of \( GF((2^m)^n) \) using the basis \( B_2 \), where the coefficients in this representation are represented using the basis \( B_3 \). However, since an element of \( GF(2^k) \) is initially given in \( B_0 \), we need to embed the change of basis matrix from \( B_0 \) to \( B_1 \) to the final transformation matrix. According to (7) in Section 4, we have

\[
A = \sum_{j=0}^{m-1} \sum_{i=0}^{n-1} \bar{a}_{ij} \gamma^j \alpha^i = \sum_{j=0}^{m-1} \sum_{i=0}^{n-1} \bar{a}_{ij} \alpha^{ri+j}.
\]

Assuming the representation of the primitive element \( \alpha \) in the basis \( B_0 \), we obtain the representations of the terms \( \alpha^{ri+j} \) in \( B_0 \) for \( i = 0, 1, \ldots, n - 1 \) and \( j = 0, 1, \ldots, m - 1 \), as:

\[
\alpha^{ri+j} = \sum_{h=0}^{k-1} l_{jkh} \sigma^h.
\]

This gives the modified transformation matrix based on the equation

\[
A = \sum_{h=0}^{k-1} \sum_{j=0}^{m-1} \sum_{i=0}^{n-1} \bar{a}_{ij} l_{jkh} \sigma^h,
\]

which is analogous to (9).

### 7 Composite Fields with Special Irreducible Polynomials

In Section 4.1, we constructed the composite field \( GF((2^m)^n) \) for gcd\((n, m) = 1\) in such a way that the degree-\( m \) irreducible polynomial \( q(x) \) has its coefficients from \( GF(2) \) rather than \( GF(2^n) \). This selection yields efficient composite field arithmetic, as was demonstrated in [15]. This particular polynomial can be further specialized in the sense that it could be an irreducible trinomial or pentanomial or equally-spaced-polynomial (ESP) or all-one-polynomial (AOP). Here, we describe two methods by which we can select the degree-\( m \) irreducible polynomial generating the field \( GF((2^m)^n) \). Let \( q'(x) \) be the irreducible degree-\( m \) polynomial of the desired form, e.g., trinomial, pentanomial, ESP, AOP, etc.

**Notes:**
- The first method is to find a primitive element in \( GF(2^2) \) such that \( q(x) = q'(x) \) where
  \[
  s = \frac{2^{nm} - 1}{2^m - 1} = 1 + 2^m + 2^{2m} + 2^{3m} + \ldots + 2^{(n-1)m},
  \]
  \[
  \beta = \alpha^s,
  \]
  \[
  q(x) = (x + \beta)(x + \beta^2)(x + \beta^3) \cdots (x + \beta^{2^{(n-1)}}).
  \]
  However, this method requires that we exhaustively try primitive elements \( \alpha \in GF(2^2) \), which becomes prohibitive as \( k \) grows since it requires exponential time.
- The second method is simpler and more efficient: We go ahead with the original construction method by selecting an arbitrary primitive element \( \alpha \) from \( GF(2^2) \) and, in the end, obtain \( q(x) \), which is an arbitrary irreducible polynomial of degree \( m \) over the field \( GF(2) \) to construct the field \( GF((2^m)^n) \). We then take the desired irreducible polynomial \( q'(x) \) and construct the change of basis matrix from the field \( GF((2^m)^n) \) generated by \( q(x) \) to the field \( GF((2^m)^n) \) generated by \( q'(x) \). The arithmetic is performed in the latter field more efficiently due to the special structure of \( q'(x) \) and then mapped back to the former field if and when necessary.

### 8 Storage-Efficient Conversion

The proposed conversion methods between the binary and composite fields involve matrix multiplication. It also requires storing two matrices, each of which has \( (nm)^2 \) entries. In low-cost hardware implementations, we may not have sufficient amount of memory for these matrices. Fortunately, there are other approaches which do not require the conversion matrices be stored. For example, Kaliski and Yin proposed storage-efficient conversion methods for the binary fields with different bases [4], [3]. Here, we take a similar approach and introduce storage-efficient conversion algorithms between the binary and composite fields. Here, we address only the case gcd\((n, m) = 1\) since this is the most practical case for the existing applications.

According to the setup, we have two communicating parties: The first party uses the binary field and can compute only in this field, while the second one uses the composite field and can compute only in the composite field. To each party, its own basis and arithmetic are considered to be internal, while those of the other party are external. Thus, the first party should be able to convert an element given in the second party’s basis (i.e.,
external basis) to the first party’s basis (i.e., internal basis) using only the arithmetic which is available to the first party (i.e., internal arithmetic). Similar conditions hold for the second party. In addition, conversion algorithms may also be required in the reverse directions in case only one of the parties is able to implement the necessary conversion routines. Following the terminology introduced in [4, 3], we will use the term import to denote conversion of a finite field element from the external basis to the internal basis using only internal arithmetic. Similarly, export is used to denote the conversion from the internal basis to the external basis.

We represent an element $\mathbf{A}$ of the composite field using

$$\mathbf{A} = (a_{00}, a_{01}, \ldots, a_{0,n-1}, a_{10}, a_{11}, \ldots, a_{1,n-1}, \ldots, a_{m-1,0}, a_{m-1,1}, \ldots, a_{m-1,n-1}),$$

where $a_{ij} \in GF(2)$ for $0 \leq i \leq n - 1$ and $0 \leq j \leq m - 1$. This representation can also be interpreted as:

$$\mathbf{A} = (a'_{00}, a'_{01}, \ldots, a'_{m-1}),$$

where $a_i' = (a_{i0}, a_{i1}, \ldots, a_{in-1}) \in GF(2^n)$ for $0 \leq i \leq m - 1$. On the other hand, an element $\mathbf{A}$ of the binary field is represented using the binary string $\mathbf{A} = (a_{00}, a_{01}, \ldots, a_{mn-1})$, where $a_i \in GF(2)$ for $0 \leq i \leq mn - 1$.

In order to obtain the binary representation $\mathbf{A}$ of $\mathbf{A}$, we need to know the integers $r$ and $s$. The primitive element $\alpha$ is basically the string $(0, 1, 0, \ldots, 0)$, which is a convenient feature in our construction. We precompute $X = \alpha^r$ and $Y = \alpha^s$ and save these values. This computation is performed using binary field arithmetic.

**Algorithm A**—Importing from Composite to Binary

**Inputs:** $\mathbf{A} = (a_{00}, a_{01}, \ldots, a_{0,n-1}, a_{10}, a_{11}, \ldots, a_{1,n-1}, \ldots, a_{m-1,0}, a_{m-1,1}, \ldots, a_{m-1,n-1})$

$r_s, a_0, X = \alpha^r$ and $Y = \alpha^s$

**Output:** $\mathbf{A} = (a_{00}, a_{10}, \ldots, a_{mn-1})$

**Step 1:** $A := 0$

**Step 2:** for $j = 0$ to $m - 1$

**Step 3:** for $i = 0$ to $n - 1$

**Step 4:** if ($a_{ij} = 1$) then $A := A + X^i Y^j$

**Step 5:** return $A$

Algorithm A provides a general framework for the conversion and it is obviously not the most computationally efficient algorithm. Depending on the amount of additional memory available, one can precompute some intermediate values and use them in the multiplication process of $X^i$ and $Y^j$. For instance, the values $X^i$ for $0 \leq i \leq n - 1$ and $Y^j$ for $0 \leq j \leq m - 1$ can be precomputed and saved, then multiplied as needed. This method requires less storage ($O(n + m)$ elements instead of $O(nmn)$) and improves the computational efficiency by reducing the number of the multiplications. One can also use the conversion algorithms proposed in [3, Section 3.1] for improved efficiency.

**Exporting** from a binary to a composite field representation can be done using the algorithm proposed in [3, Section 3.5], which is adapted to our construction as Algorithm B, shown below.

**Algorithm B**—Exporting from Binary to Composite

**Inputs:** $A = (a_{00}, a_{01}, \ldots, a_{mn-1})$, $r_s, a_0, X, Y, V_{00}$

where $X = \alpha^{-r}$, $Y = \alpha^{-s}$, and $(A \times V_{00})_0 = \alpha_0$

**Output:** $A = (a_{00}, a_{01}, \ldots, a_{m-1,n-1})$

**Step 1:** $A := A \times V_{00}$

**Step 2:** for $i = 0$ to $m - 1$

**Step 3:** for $j = 0$ to $n - 1$

**Step 4:** $a_{ij} := a_0$

**Step 5:** $A := A - a_{ij} \times V_{00}$

**Step 6:** $A := A \times X$

**Step 7:** $A := A \times Y$

**Step 8:** return $A$

For details of the derivation of $V_{00}$, one can refer to [4, 3].

To import from binary to the composite field representation, a party needs to precompute and store the primitive element $\alpha$ in the composite basis \{1, $\beta^1, \ldots, \beta^{mn-1}\}$. The conversion of a finite field element from the external basis to the first party’s basis (i.e., internal basis) to the second party. In addition, conversion algorithms may also be required in the reverse directions in case only one party needs to precompute and store the primitive element $\alpha$ in the composite basis \{1, $\beta^1, \ldots, \beta^{mn-1}\}$. The conversion of a finite field element from the external basis to the internal basis.

Similarly, conversion algorithms may also be required in the reverse directions in case only one party (i.e., internal arithmetic). Similar conditions hold for the second party. In addition, conversion algorithms may also be required in the reverse directions in case only one of the parties is able to implement the necessary conversion routines. Following the terminology introduced in [4, 3], we will use the term import to denote conversion of a finite field element from the external basis to the internal basis using only internal arithmetic. Similarly, export is used to denote the conversion from the internal basis to the external basis.

9 CONCLUSIONS

We addressed a particular conversion problem in finite fields. We construct a composite field $GF((2^k)^m)$ given the binary field $GF(2^k)$ and the integers $n$ and $m$ such that $k = nm$ and obtain the conversion matrices between these two representations of the same field. A variation of this idea is explored in [10], in which, given both of these fields and their field polynomials, the method searches for a suitable primitive element to obtain the conversion matrix. We are motivated by the fact that, while the setup of [10] is more general, it requires exponential time since a suitable primitive element needs to be obtained. For many practical
implementations, any composite field can do the job of minimizing the time or hardware complexity.

Our conversion techniques will benefit computations in finite fields of large composite extensions. Applications may vary from implementations of simple operations such as finite field inversion, as in the implementation of Rijndael [12], to more complex operations, as in the scalar-point multiplication operation used in elliptic curve cryptosystems [13]. The ANSI X9.62 standard [20] specifies elliptic curve cryptosystems built over the composite extensions $GF(2^{170})$, $GF(2^{208})$, $GF(2^{272})$, $GF(2^{304})$, and $GF(2^{368})$, which are known to be resistant to the attack in [7]. These applications are particularly suited for our construction method since the exhaustive search method is not feasible for such large extensions.
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