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Abstract—A new three-dimensional finite-difference time-domain (FDTD) numerical model is proposed herein to simulate electromagnetic wave propagation in an anisotropic magnetized cold plasma medium. Plasma effects contributed by electrons, positive, and negative ions are considered in this model. The current density vectors are collocated at the positions of the electric field vectors, and the complete FDTD algorithm consists of three regular updating equations for the magnetic field intensity components, as well as 12 tightly coupled differential equations for updating the electric field components and current densities. This model has the capability to simulate wave behavior in magnetized cold plasma for an applied magnetic field with arbitrary direction and magnitude. We validate the FDTD algorithm by calculating Faraday rotation of a linearly polarized plane wave. Additional numerical examples of electromagnetic wave propagation in plasma are also provided, all of which demonstrate very good agreement with plasma theory.

Index Terms—Earth, electromagnetic wave propagation, finite-difference time-domain (FDTD) method, ionosphere, magnetized cold plasma.

I. INTRODUCTION

OVER the past two decades, the finite-difference time-domain (FDTD) [1], [2] method has been extended to modeling electromagnetic (EM) wave propagation and interactions with cold plasmas. First, FDTD algorithms were developed for modeling nonmagnetized (therefore isotropic) cold plasma [3]–[9], or dispersive media FDTD algorithms were employed for isotropic plasma studies [10], [11]. A systematic analysis of these FDTD techniques has been published by S. A. Cummer [12].

An important aspect of plasma-related research is to study radio wave propagation through the ionosphere and to study lightning-related ionospheric phenomena. Many FDTD models have been developed to address these problems by treating the ionosphere as a simple nonmagnetized isotropic medium [13]–[15]. However, for accurate broadband investigations, effects introduced by the Earth’s magnetic field on the ionospheric plasma cannot be ignored. Thus, a magnetized (anisotropic) cold plasma ionospheric medium must be employed in the FDTD simulations.

A few two-dimensional (2-D) and three-dimensional (3-D) FDTD models have been published that include the magnetic field effect on the ionospheric plasma. Cummer [16] proposed a 2-D cylindrical-coordinate FDTD model to study EM wave propagation in the Earth-ionosphere waveguide. Thévenot et al. [17] reported another 2-D spherical-coordinate FDTD model to simulate VLF-LF propagation in the ionosphere. More recently, Hu and Cummer [18], [19] extended their full wave 2-D cylindrical coordinate FDTD model to explore lightning-generated EM wave behavior in the ionosphere and to test the sprite initiation theory. Unlike the H-J collocation method [20], the stability condition of Hu and Cummer’s model involving the E-J collocation method is independent of medium properties and remains the same as for free space [12] (at the Courant stability limit [2]). This is a very important characteristic of their plasma algorithm. For some other FDTD plasma algorithms (see for example [21]–[23]), the time-stepping increment is linked to the plasma parameters, resulting in a strict time-step orders of magnitude smaller than that permitted by the Courant limit [2] when modeling the ionosphere [24], [25]. Further, some plasma algorithms, such as that of [21], produce nonphysically spurious electrostatic waves (of numerical origin) due to the spatially non-collocated status of electric fields and current densities [26] and thus exhibit seemingly incurable late-time instabilities when used to model ionospheric plasma, or they are only first-order accurate as for that proposed in [27], or their implementation requires a great amount of additional memory even for spatially unchanging plasma parameters as in [12], [28].

In this paper, we expand Hu and Cummer’s 2-D-E-J collocation FDTD model [18] to the fully 3-D case. As such, similar accuracy attained previously by Hu and Cummer for their 2-D model at both high altitudes and over long distances when compared to experiments and mode theory is expected here for the newly developed 3-D model. However, the 3-D model described in this paper provides additional capabilities, such as modeling of Faraday rotation and the inclusion of fully 3-D spatial variations in the magnetization and characteristics of the cold plasma. These capabilities are essential for future global 3-D studies of EM propagation and in many other research areas.

In Section II, the governing equations for the 3-D magnetized cold plasma are derived, as well as the resulting FDTD time-stepping algorithm. In Section III, the plasma FDTD model is validated, and Section IV illustrates some additional numerical examples of EM propagation in plasma. Finally, Section V concludes and describes ongoing work.
II. METHODOLOGY

A. Governing Equations

In the derivation of the 3-D FDTD magnetized cold plasma algorithm, wave propagation effects introduced by electrons, positive ions, and negative ions are included for generality. Here, we consider a cold plasma characterized by a free space permittivity \( \varepsilon_0 \) and a free space permeability \( \mu_0 \) that is biased by an applied magnetic field \( \mathbf{B} \). The magnetized cold plasma governing equations are cast in terms of Maxwell’s equations coupled to current equations derived from the Lorentz equation of motion. The Lorentz current equations consist of three auxiliary partial differential equations that model the response of each charged particle species to the electric field \( \mathbf{E} \) and the applied \( \mathbf{B} \). The resulting whole governing equation set is given by

\[
\nabla \times \mathbf{E} = -\frac{\partial \mathbf{H}}{\partial t}, \\
\nabla \times \mathbf{H} = \varepsilon_0 \frac{\partial \mathbf{E}}{\partial t} + \mathbf{J}_I + \mathbf{J}_S, \\
\frac{\partial \mathbf{J}_e}{\partial t} + \nu_e \mathbf{J}_e = \varepsilon_0 \omega_{pe}^2 \mathbf{E} + \mathbf{\omega}_{Ce} \times \mathbf{J}_e, \\
\frac{\partial \mathbf{J}_p}{\partial t} + \nu_p \mathbf{J}_p = \varepsilon_0 \omega_{pe}^2 \mathbf{E} - \mathbf{\omega}_{CP} \times \mathbf{J}_p, \\
\frac{\partial \mathbf{J}_n}{\partial t} + \nu_n \mathbf{J}_n = \varepsilon_0 \omega_{pe}^2 \mathbf{E} + \mathbf{\omega}_{CN} \times \mathbf{J}_n, \\
\mathbf{J}_I = \sum_i \mathbf{J}_i = \mathbf{J}_e + \mathbf{J}_p + \mathbf{J}_n.
\]

(1)

Here the subscript \( I \) denotes the charged particle species in the plasma (\( e, p \) and \( n \) as electrons, positive ions, and negative ions, respectively), \( \nu_e, \nu_p \) and \( \nu_n \) are the collision frequencies of each species, and \( \mathbf{J}_e, \mathbf{J}_p \) and \( \mathbf{J}_n \) are the current densities of each species, respectively. \( \mathbf{J}_S \) is the source current density. Cartesian coordinate expressions of these current densities are as below

\[
\mathbf{J}_e = J_{ex} \hat{x} + J_{ey} \hat{y} + J_{ez} \hat{z}, \\
\mathbf{J}_p = J_{px} \hat{x} + J_{py} \hat{y} + J_{pz} \hat{z}, \\
\mathbf{J}_n = J_{nx} \hat{x} + J_{ny} \hat{y} + J_{nz} \hat{z}, \\
\mathbf{J}_S = J_{sx} \hat{x} + J_{sy} \hat{y} + J_{sz} \hat{z}.
\]

(2)

The total induced charged-particle current density \( \mathbf{J}_I \) is then the combination of all three of the individual current densities as shown in (6) and the sum of \( \mathbf{J}_I \) and \( \mathbf{J}_S \) forms the total current density as in (2). Further, \( \omega_{Ce}, \omega_{CP} \) and \( \omega_{CN} \) are the plasma frequencies of each species, respectively. By construction

\[
\omega_{pl} = \sqrt{\frac{q_i m_i}{\varepsilon_0 m_i}}
\]

(11)

with \( q_i, m_i \) and \( m_I \) as the charge, number density, and mass of each particle species. In addition \( \omega_{Ce}, \omega_{CP} \) and \( \omega_{CN} \) are the cyclotron frequencies of each species given by \( \omega_{pl} = q_i B_i / m_i \) with Cartesian coordinate expressions

\[
\omega_{Ce} = \omega_{Ce} \hat{x} + \omega_{Ce} \hat{y} + \omega_{Ce} \hat{z}, \\
\omega_{CP} = \omega_{CP} \hat{x} + \omega_{CP} \hat{y} + \omega_{CP} \hat{z}, \\
\omega_{CN} = \omega_{CN} \hat{x} + \omega_{CN} \hat{y} + \omega_{CN} \hat{z}.
\]

(12)

Notice that the cyclotron frequency is a function of the applied magnetic field. Thus, the cross-product terms in (3)–(5) make the plasma anisotropic so that the wave behavior depends on its propagation direction relative to the direction of the magnetic field. Without these cross product terms, the whole system of (1)–(6) simply becomes the governing equation set of a non-magnetized (isotropic) cold plasma.

By substituting (7)–(14) into (1)–(6) and separating out each Cartesian expression, the whole governing differential equation set is expanded into 15 scalar equations

\[
\frac{\partial H_x}{\partial t} = \frac{1}{\mu_0} \left[ \frac{\partial E_y}{\partial z} - \frac{\partial E_z}{\partial y} \right], \quad \frac{\partial H_y}{\partial t} = \frac{1}{\mu_0} \left[ \frac{\partial E_z}{\partial x} - \frac{\partial E_x}{\partial z} \right], \quad \frac{\partial H_z}{\partial t} = \frac{1}{\mu_0} \left[ \frac{\partial E_x}{\partial y} - \frac{\partial E_y}{\partial x} \right], \quad \frac{\partial E_x}{\partial t} = \frac{1}{\varepsilon_0} \left[ \frac{\partial H_z}{\partial y} - \frac{\partial H_y}{\partial z} - J_{ex} - J_{px} - J_{nx} - J_{sx} \right], \quad \frac{\partial E_y}{\partial t} = \frac{1}{\varepsilon_0} \left[ \frac{\partial H_x}{\partial z} - \frac{\partial H_z}{\partial x} - J_{ey} - J_{py} - J_{ny} - J_{sy} \right], \quad \frac{\partial E_z}{\partial t} = \frac{1}{\varepsilon_0} \left[ \frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y} - J_{ez} - J_{pz} - J_{nz} - J_{sz} \right],
\]

(15)

\[
\frac{dJ_{ex}}{dt} + \nu_e J_{ex} = \varepsilon_0 \omega_{pe}^2 E_x + \mathbf{\omega}_{Ce} \times J_{ex}, \\
\frac{dJ_{ey}}{dt} + \nu_e J_{ey} = \varepsilon_0 \omega_{pe}^2 E_y + \mathbf{\omega}_{Ce} \times J_{ey}, \\
\frac{dJ_{ez}}{dt} + \nu_e J_{ez} = \varepsilon_0 \omega_{pe}^2 E_z + \mathbf{\omega}_{Ce} \times J_{ez}, \\
\frac{dJ_{px}}{dt} + \nu_p J_{px} = \varepsilon_0 \omega_{pe}^2 E_x + \mathbf{\omega}_{CP} \times J_{px}, \\
\frac{dJ_{py}}{dt} + \nu_p J_{py} = \varepsilon_0 \omega_{pe}^2 E_y + \mathbf{\omega}_{CP} \times J_{py}, \\
\frac{dJ_{pz}}{dt} + \nu_p J_{pz} = \varepsilon_0 \omega_{pe}^2 E_z + \mathbf{\omega}_{CP} \times J_{pz}, \\
\frac{dJ_{nx}}{dt} + \nu_n J_{nx} = \varepsilon_0 \omega_{pe}^2 E_x + \mathbf{\omega}_{CN} \times J_{nx}, \\
\frac{dJ_{ny}}{dt} + \nu_n J_{ny} = \varepsilon_0 \omega_{pe}^2 E_y + \mathbf{\omega}_{CN} \times J_{ny}, \\
\frac{dJ_{nz}}{dt} + \nu_n J_{nz} = \varepsilon_0 \omega_{pe}^2 E_z + \mathbf{\omega}_{CN} \times J_{nz}.
\]

(21)

B. FDTD Discretization Scheme

In this Section, the 15 scalar equations of (15)–(29) are applied to the FDTD mesh. Here, we adopt the E-J collocation method as described in [12]. This locates the \( J_x, J_y, \) and \( J_z \) components at the same positions of \( E_x, E_y, \) and \( E_z, \) respectively. The Yee cell describing the spatial positioning of the electric, magnetic, and current density field vector components is shown in Fig. 1. For central differencing of the space derivatives in (15)–(29), we define a sample \( E_x \) and \( J_x \) at \((i+1/2, j, k)\), \((i, j+1/2, k)\), and \((i, j, k+1/2)\), \( E_y \) and \( J_y \) at \((i, j+1/2, k)\), \((i, j, k+1/2)\), \( E_z \) and \( J_z \) at \((i+1/2, j+1/2, k)\), \( H_y \) at \((i+1/2, j, k+1/2)\), and \( H_z \) at \((i+1/2, j+1/2, k)\).

The 3-D magnetized plasma FDTD updating equations of the \( \mathbf{H} \)-fields derived from (15)–(17) are identical to those of the standard Yee algorithm [2]. Equation (30) provides a sample
Fig. 1. Yee cell for spatial positioning of the field components.

Updating algorithm of the \(H_x\) component as derived from (15) and the spatial scheme of Fig. 1.

Then, referring to Fig. 1 and using the so-called semi-implicit approximation [2], the 12 \(E\)- and \(J\)-related equations of (18)–(29) can be discretized first at the \(x\)-component position \((i+1/2, j, k)\). The 12 resulting tightly-coupled discretization equations can then be written in matrix form as expressed in (31), shown at the bottom of the page. The corresponding coefficient of each field component is then grouped into the three coefficient matrices \(A[12 \times 12] \), \(B[12 \times 12]\) and \(C[12 \times 9]\), which are detailed in Appendix for reference. Where \(H_x = (\mu_0 \Delta u / \Delta t) H_x [u = x, y, z]\) and \(J = (\Delta t / \varepsilon_0) J\) are scaled values of the original magnetic field intensity \(H\) and current density \(J\). These scaled field values are actual quantities used for updating \(E\) and \(J\) during the iteration. This scaling is required to avoid instability and inaccuracies that would result from the large iteration coefficients [18]. \(E\) is not scaled.

Working towards an explicit expression, both sides of (31) are multiplied by the inverse matrix \(A^{-1}\) to be transformed into (32), shown at the bottom of the following page, which yields all of the field components at time-step \((n+1)\) on the left-hand side of (32) and all of the field values calculated at previous time steps on the right-hand side of (32). This results in (32) to be an explicit system suitable for FDTD implementation. In space domain, all of these field quantities are now assumed to be located at \(x\)-component position \((i+1/2, j, k)\), we therefore name (32) as the \(X\)-equation. The same process can then be repeated at the \(y\)-component position \((i, j+1/2, k)\) and \(z\)-component position \((i, j, k+1/2)\) to obtain the \(Y\)-equation and \(Z\)-equation, respectively. These three explicit matrix equations are very similar except different spatial positions of the field quantities and derivatives.

We next notice that all of the non-\(x\) field-components in the \(X\)-equation (32) have no field values defined at \(x\)-component location \((i+1/2, j, k)\) according to our leapfrog scheme in Fig. 1,
which makes the direct implementing of the non-$x$ field-quantities in first column of the $X$-equation (32) at their pre-defined Yee-locations impossible. The same situation happens to the non-$y$ field-quantities of the $Y$-equation and the non-$z$ field-quantities of the $Z$-equation, similarly.

Notice that the coefficient matrix $A^{-1}B$ and $A^{-1}C$ are analogous for the $X$, $Y$- and $Z$-equations, we then pick up the 4 linear $x$-component updating equations from the $X$-equation

$$E_{x_{i+1/2,j,k}}^{m+1}, E_{y_{i+1/2,j,k}}^{m+1}, E_{z_{i+1/2,j,k}}^{m+1} = \left[ A^{-1}B \right] \cdot \begin{bmatrix} E_{x,i+1/2,j,k}^{m+1} \\ E_{y,i+1/2,j,k}^{m+1} \\ E_{z,i+1/2,j,k}^{m+1} \\ j_{x_{i+1/2,j,k}}^{m+1} \\ j_{y_{i+1/2,j,k}}^{m+1} \\ j_{z_{i+1/2,j,k}}^{m+1} \end{bmatrix}$$

and the 4 $y$-component updating equations from the $Y$-equation

$$E_{x_{i,j+1/2,k}}^{m+1}, E_{y_{i,j+1/2,k}}^{m+1}, E_{z_{i,j+1/2,k}}^{m+1} = \left[ A^{-1}B \right] \cdot \begin{bmatrix} E_{x,i,j+1/2,k}^{m+1} \\ E_{y,i,j+1/2,k}^{m+1} \\ E_{z,i,j+1/2,k}^{m+1} \\ j_{x_{i,j+1/2,k}}^{m+1} \\ j_{y_{i,j+1/2,k}}^{m+1} \\ j_{z_{i,j+1/2,k}}^{m+1} \end{bmatrix}$$

and the 4 $z$-component updating equations from the $Z$-equation

$$E_{x_{i,j,k+1/2}}, E_{y_{i,j,k+1/2}}, E_{z_{i,j,k+1/2}} = \left[ A^{-1}B \right] \cdot \begin{bmatrix} E_{x,i,j,k+1/2}^{m+1} \\ E_{y,i,j,k+1/2}^{m+1} \\ E_{z,i,j,k+1/2}^{m+1} \\ j_{x_{i,j,k+1/2}}^{m+1} \\ j_{y_{i,j,k+1/2}}^{m+1} \\ j_{z_{i,j,k+1/2}}^{m+1} \end{bmatrix}$$

The iteration coefficients needed for implementation are then the matrix elements in $A^{-1}B$ and $A^{-1}C$, which only depend on the plasma properties and the modeling parameters. For time-invariant homogeneous plasma, these coefficients are only needed to be calculated once. For inhomogeneous medium such as ionospheric plasma, these coefficients vary with height and position around the Earth, and additional calculations and storage are therefore required to account for the location-dependence of the parameters. However, these additional coefficients may

$$\begin{bmatrix} E_{x_{i+1/2,j,k}}^{m+1} \\ E_{y_{i+1/2,j,k}}^{m+1} \\ E_{z_{i+1/2,j,k}}^{m+1} \\ j_{x_{i+1/2,j,k}}^{m+1} \\ j_{y_{i+1/2,j,k}}^{m+1} \\ j_{z_{i+1/2,j,k}}^{m+1} \end{bmatrix} = \left[ A^{-1}B \right] \cdot \begin{bmatrix} E_{x,i+1/2,j,k}^{m+1} \\ E_{y,i+1/2,j,k}^{m+1} \\ E_{z,i+1/2,j,k}^{m+1} \\ j_{x,i+1/2,j,k}^{m+1} \\ j_{y,i+1/2,j,k}^{m+1} \\ j_{z,i+1/2,j,k}^{m+1} \end{bmatrix} + \left[ A^{-1}C \right] \cdot \begin{bmatrix} \frac{\Delta \rho}{\Delta y} \\ \frac{\Delta \rho}{\Delta x} \\ \frac{\Delta \rho}{\Delta x} \end{bmatrix}_{i+1/2,j,k}^{m+1/2}$$

and

$$\begin{bmatrix} E_{x_{i,j+1/2,k}}^{m+1} \\ E_{y_{i,j+1/2,k}}^{m+1} \\ E_{z_{i,j+1/2,k}}^{m+1} \\ j_{x_{i,j+1/2,k}}^{m+1} \\ j_{y_{i,j+1/2,k}}^{m+1} \\ j_{z_{i,j+1/2,k}}^{m+1} \end{bmatrix} = \left[ A^{-1}B \right] \cdot \begin{bmatrix} E_{x,i,j+1/2,k}^{m+1} \\ E_{y,i,j+1/2,k}^{m+1} \\ E_{z,i,j+1/2,k}^{m+1} \\ j_{x,i,j+1/2,k}^{m+1} \\ j_{y,i,j+1/2,k}^{m+1} \\ j_{z,i,j+1/2,k}^{m+1} \end{bmatrix} + \left[ A^{-1}C \right] \cdot \begin{bmatrix} \frac{\Delta \rho}{\Delta y} \\ \frac{\Delta \rho}{\Delta x} \\ \frac{\Delta \rho}{\Delta x} \end{bmatrix}_{i,j+1/2,k}^{m+1/2}$$
be efficiently pre-calculated and stored before time-stepping to be used during the iteration.

It is important to note that for this method, spatial-averaging is required for all of the spatially non-collocated state variables and derivatives to maintain the algorithm second-order accuracy. For example, to update $E_{x}^{n+1/2, j, k}$ through (33), all of the field quantities and derivatives at the right-hand side of (33) need to be evaluated at $(i + 1/2, j, k)$ as mentioned above. However, according to our leapfrog scheme in Fig. 1, there are no pre-defined field values at this precise location for $E_{y}^{n+1/2}, E_{z}^{n+1/2}, \tilde{J}_{y}^{n+1/2}, \tilde{J}_{z}^{n+1/2}, \Delta \tilde{H}_{x}^{n+1/2}, \Delta \tilde{H}_{z}^{n+1/2}$, $(\Delta \tilde{H}_{x}/\Delta z)^{n+1/2}$, $(\Delta \tilde{H}_{z}/\Delta x)^{n+1/2}$, $(\Delta \tilde{H}_{y}/\Delta x)^{n+1/2}$ and $(\Delta \tilde{H}_{y}/\Delta y)^{n+1/2}$. For the spatially non-collocated $E$ and $\tilde{J}$ components above, four neighboring diagonal field values are thus averaged about $(i + 1/2, j, k)$ in order to find the field value at that position. As an example, the spatial averaging of $\tilde{J}_{xy}$ is illustrated in Fig. 2 and expressed as (34). For the spatially non-collocated derivatives listed above, eight cubic diagonal field values surrounding $(i + 1/2, j, k)$ are then utilized to evaluate the corresponding derivative at that point. As an example, the spatial averaging of derivative $(\Delta \tilde{H}_{x}/\Delta z)^{n+1/2}$ is illustrated in Fig. 3 and expressed as (35). All of the other spatially non-collocated field quantities are treated in a similar manner where spatial-averaging is needed.

The iteration process of the whole system is realized by first updating the $\mathbf{H}$-field components through the three regular discretized FDTD equations from (15)–(17), scaling the $\mathbf{H}$-fields, then updating the $\mathbf{E}$- and $\mathbf{J}$-field components through (33), de-scaling the $\mathbf{H}$-fields, and finally repeating this process in the next iteration loop.

C. Stability and Accuracy Analysis of the Scheme

Unlike the H-J collocation method [20] and the algorithm in [21], the most appreciable advantage of this E-J collocation method is that the stability condition is independent of plasma properties, which is a crucial characteristic when modeling the ionosphere. The maximum stable Courant number in unmagnetized cold plasma for the E-J collocation method is unity just as for free space [12]. For magnetized plasma medium, the effect of the anisotropy on the stability of the FDTD scheme is less predictable due to the complexity of the algorithm. It has been

\[
\tilde{J}_{xy}^{n+1/2, j, k} = \frac{\tilde{J}_{xy}^{n, i, j-1/2, k} + \tilde{J}_{xy}^{n, i, j+1/2, k} + \tilde{J}_{xy}^{n+1, i, j+1/2, k} + \tilde{J}_{xy}^{n, i+1, j, j-1/2, k}}{4}
\]

\[
\frac{\Delta \tilde{H}_{x}^{n+1/2}}{\Delta z} = \frac{\Delta z}{\Delta z} \left[ \frac{\tilde{H}_{x}^{i, j+1/2, k+1/2} - \tilde{H}_{x}^{i, j+1/2, k-1/2}}{\Delta z} \right]
\]

\[
= \left[ \frac{\tilde{H}_{x}^{i+1/2, j+1/2, k+1/2} - \tilde{H}_{x}^{i+1/2, j+1/2, k-1/2}}{\Delta z} \right]
\]

\[
\frac{\tilde{H}_{x}^{i, j+1/2, k+1/2} + \tilde{H}_{x}^{i, j+1/2, k-1/2} + \tilde{H}_{x}^{i+1, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1, j+1/2, k-1/2} + \tilde{H}_{x}^{i+1/2, j, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1/2, j, j+1/2, k-1/2}}{\Delta z}
\]

\[
\frac{\tilde{H}_{x}^{i+1/2, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1/2, j+1/2, k-1/2} + \tilde{H}_{x}^{i+1, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1, j+1/2, k-1/2} + \tilde{H}_{x}^{i+1/2, j, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1/2, j, j+1/2, k-1/2}}{\Delta z}
\]

\[
\frac{\tilde{H}_{x}^{i+1/2, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1/2, j+1/2, k-1/2} + \tilde{H}_{x}^{i+1, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1, j+1/2, k-1/2} + \tilde{H}_{x}^{i+1/2, j, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1/2, j, j+1/2, k-1/2}}{\Delta z}
\]

\[
\frac{\tilde{H}_{x}^{i+1/2, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1/2, j+1/2, k-1/2} + \tilde{H}_{x}^{i+1, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1, j+1/2, k-1/2} + \tilde{H}_{x}^{i+1/2, j, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1/2, j, j+1/2, k-1/2}}{\Delta z}
\]

\[
\frac{\tilde{H}_{x}^{i+1/2, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1/2, j+1/2, k-1/2} + \tilde{H}_{x}^{i+1, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1, j+1/2, k-1/2} + \tilde{H}_{x}^{i+1/2, j, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1/2, j, j+1/2, k-1/2}}{\Delta z}
\]

\[
\frac{\tilde{H}_{x}^{i+1/2, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1/2, j+1/2, k-1/2} + \tilde{H}_{x}^{i+1, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1, j+1/2, k-1/2} + \tilde{H}_{x}^{i+1/2, j, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1/2, j, j+1/2, k-1/2}}{\Delta z}
\]

\[
\frac{\tilde{H}_{x}^{i+1/2, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1/2, j+1/2, k-1/2} + \tilde{H}_{x}^{i+1, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1, j+1/2, k-1/2} + \tilde{H}_{x}^{i+1/2, j, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1/2, j, j+1/2, k-1/2}}{\Delta z}
\]

\[
\frac{\tilde{H}_{x}^{i+1/2, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1/2, j+1/2, k-1/2} + \tilde{H}_{x}^{i+1, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1, j+1/2, k-1/2} + \tilde{H}_{x}^{i+1/2, j, j+1/2, k+1/2} + \tilde{H}_{x}^{i+1/2, j, j+1/2, k-1/2}}{\Delta z}
\]
found empirically that the stability condition in the unmagnetized case is still valid for the magnetized case [18], which has been verified by our numerical results as well as the numerical experiments presented in [17].

Due to the semi-implicit differencing of the current density terms in (21)-(29), $\nu \Delta t \ll 1$ and $\omega_c \Delta t \ll 1$ must hold theoretically to maintain accuracy. However, as shown in the dispersion analysis of [12], the accuracy of this E-J collocation method is comparable to other differencing methods even for $\nu \Delta t \sim 1$ in unmagnetized cold plasma. Additionally, for both the unmagnetized and magnetized cases, $\nu \Delta t < 2$ must hold to approximate the analytical solutions of the original differential equations (21)-(29) since the homogeneous solutions of the semi-implicit differencing equations of (21)-(29) have a growth per time-step factor of $(1 - \nu \Delta t/2)/(1 + \nu \Delta t/2)$. Therefore, for the magnetized case, a suitable spatial grid-cell size must be carefully chosen to satisfy both the stability condition and accuracy requirements. Criteria for choosing this grid-cell size may be obtained through dispersion analysis, however it is very complex due to the anisotropy and will not be shown here. In general, we see the E-J collocation method as having a major advantage over other algorithms, because the grid parameters may be chosen based on the Courant stability limit, and only further reduced to the level that provides an acceptable level of accuracy, as done in [18] for wave propagation in the ionosphere (as opposed to being forced to use a time step dependent on the plasma’s parameters [24] when implementing the method of [21], which results in a time step three orders of magnitude smaller than that imposed by the Courant limit [25]).

III. VALIDATION OF THE ALGORITHM

Having a fully 3-D cold plasma model, we choose to validate our FDTD algorithm by testing the Faraday rotation effect in a lossless electron plasma without ions. According to plasma theory [29], a linearly polarized plane wave propagating in a direction parallel to the direction of the applied magnetic field will be decomposed to a right-hand (RH) and a left-hand (LH) circularly polarized wave with different phase velocities. This causes the plane of polarization of the linearly polarized wave to rotate as the wave propagates through the plasma. The rotation angle per unit distance $\theta_F$ can be written as

$$\theta_F = \frac{\theta_t}{d} = \frac{\beta_{LH} - \beta_{RH}}{2}$$  

(36)

where $\theta_t$ is the total rotation angle over a distance $d$. $\beta_{LH}$ and $\beta_{RH}$ are the propagation constants for the LH- and RH-polarized wave, respectively. By construction

$$\beta_{LH} = \omega (\mu_0 \varepsilon_0)^{1/2} \sqrt{1 - \frac{\omega_p^2}{\omega^2 + \omega}}$$  

(37)

$$\beta_{RH} = \omega (\mu_0 \varepsilon_0)^{1/2} \sqrt{1 + \frac{\omega_p^2}{\omega^2 - \omega}}$$  

(38)

Here, $\omega_p$ and $\omega_c$ are the plasma frequency and cyclotron frequency of the electrons, respectively. $\omega$ is the frequency of the linearly polarized plane wave.

We test the Faraday rotation effect by sending an initially $x$-polarized unit sinusoidal plane wave into the plasma. The wave propagation and the applied magnetic field are both along $z$-coordinate. The simulation parameters are

$$\Delta x = \Delta y = \Delta z = 75 \mu m$$  

(39)

$$\Delta t = 0.125 \text{ ps}$$  

(40)

$$\omega_p = 3.14 \times 10^{11} \text{ rad/s}$$  

(41)

$$\omega = 5.718 \times 10^{11} \text{ rad/s}$$  

(42)

Each simulation is run for 1750 time steps and repeated for magnetic field values ranging from 1.0 to 1.7 Tesla. The electric field components $E_x$ and $E_y$ are recorded at several distances away from the source plane wave. The FDTD-calculated Faraday rotation angle per unit distance $\theta_F$ for each magnetic field value is then given by

$$\theta_F = \frac{\theta_t}{d} = \frac{\tan^{-1} \left( \frac{E_y}{E_x} \right)}{d}.$$  

(43)

In Fig. 4, the simulation results of (43) are compared with the analytical results of (36). The FDTD simulation results are seen to be in very good agreement with the analytical results with an average error of 0.0031%. The average error is defined as

$$\text{error} = \frac{\sum |\theta_{FS} - \theta_{FA}|}{n}$$  

(44)

where $\theta_{FS}$ and $\theta_{FA}$ are the simulated and analytical Faraday rotation angles per unit distance, respectively, and, $n$ is the sampling numbers. In our case $n = 8$.

To demonstrate the Faraday rotation effect, tracings of the total electric field vectors at different recording points along the direction of propagation for the $B = 1.7T$ case are illustrated in Fig. 5. These tracings show the rotation of the linearly polarized wave, and they are obtained by plotting the recorded $E_x$ and $E_y$ values over one cycle using the electric field magnitudes as the $x$-$y$ coordinates. The initial plane of polarization of the linearly polarized wave is along $x$-coordinate. As the wave propagates through the plasma, it starts rotating as shown in Fig. 5 with a constant rotation angle per unit distance stated in (36). Due to
the different phase velocities of the RH- and LH-circularly polarized wave as mentioned above, the traces of the total electric field vectors become more elliptical with the increasing propagation distance in the plasma.

IV. NUMERICAL DEMONSTRATIONS OF ELECTROMAGNETIC WAVE PROPAGATION IN THE PLASMA

In this Section, the 3-D FDTD cold plasma model is used to further demonstrate EM propagation characteristics in a lossless plasma medium. We again generate an x-polarized Gaussian-pulsed plane wave propagating along the externally applied magnetic field. The Gaussian pulse is described by

$$E_x = \exp \left[ \frac{-\left( t - \frac{5}{2}\Delta t \right)^2}{2(7\Delta t)^2} \right].$$ \hspace{1cm} (45)

We first model the plasma as having an electron density of $1.0 \times 10^{18}$ m$^{-3}$ without ions under an applied 0.06T magnetic field. Thus the simulation is characterized by

- electron plasma frequency: $\omega_{pe} = 5.64 \times 10^{10}$ rad/s
- electron cyclotron frequency: $\omega_{ce} = 1.06 \times 10^{10}$ rad/s
- LHC cutoff frequency: $\omega_L = 5.14 \times 10^{10}$ \text{ rad/s}
- RHC cutoff frequency: $\omega_R = 6.19 \times 10^{10}$ \text{ rad/s}

$\Delta x = \Delta y = \Delta z = 1$ mm

$\Delta t = 1.8346$ ps.

Fig. 6 illustrates the time and frequency domain waveforms of $E_x$ at the recording point located 40 cells away from the sourced plane wave. Clearly shown in the frequency domain waveform as in Fig. 6(b) is the slow whistler mode below the electron cyclotron frequency, and a resonance at the cyclotron frequency. The slow whistler mode is observed in the time-domain results in Fig. 6(a) as a low frequency oscillation arriving at about 600 time-steps. Above the stop band extending between the electron cyclotron frequency and the LHC cutoff frequency (for our case of $\omega_L < \omega_p$), the LH- and RH-circularly polarized modes are observed with distinct cutoffs at $\omega_L$ and $\omega_R$, respectively. These numerical results of our 3-D FDTD model agree very well with plasma theory.

We next repeat the above experiment, but without the applied magnetic field. The solid lines in Fig. 7 illustrate the results of this second case having only electrons. The cutoff at the electron plasma frequency is clearly shown in the frequency domain waveform of Fig. 7(b). Further a long tail oscillating at the electron plasma frequency is observed in the time domain waveform of Fig. 7(a). This results from the very slow group velocities near the cutoff frequency.

As a final test, we introduce a positive ion species of O$_2^+$ with atomic mass 32 into our model to study the impact of having a plasma comprised of both ions and electrons. The ion density is $1.0 \times 10^{22}$ m$^{-3}$ and all other parameters are kept the same as in the electron-only case above. The ion plasma frequency $\omega_{pi}$ and the total plasma frequency $\omega_p$ are then given by

$$\omega_{pi} = 2.34 \times 10^{10} \text{ rad/s}$$ \hspace{1cm} (52)

$$\omega_p = \sqrt{\omega_{pe}^2 + \omega_{pi}^2} = 6.11 \times 10^{10} \text{ rad/s},$$ \hspace{1cm} (53)
The dashed lines of Fig. 7 illustrate the results of this third test plasma case including both ions and electrons. The oscillating frequency of the time-domain tail has clearly increased from $\omega_{pe}$ of the electron-only plasma case to $\omega_{Fe}$, as shown in Fig. 7(a) and the frequency-domain cutoff has also shifted from $\omega_{pe}$ to $\omega_{Fe}$ as observed in Fig. 7(b). Again, these numerical results agree with plasma theory very well.

V. CONCLUSION AND ONGOING WORK

We report a 3-D FDTD model of EM wave propagation in anisotropic magnetized cold plasma. This model is based upon the 2-D cylindrical FDTD model developed by Hu and Cummer [18].

In this work, we expand their 2-D, tightly coupled E-J collocation plasma method to the fully 3-D case. As a result, taking into account all three particle species (electrons, positive ions, and negative ions), our whole 3-D iteration system consists of 15 linear equations with 15 state variables. We use an equivalent set of explicit iteration equations to derive the FDTD iteration coefficients for these 15 linear equations (rather than deriving them analytically). Unlike for a 2-D plasma code, using our newly developed 3-D FDTD anisotropic plasma model, we are able to model such effects as Faraday rotation and complete 3-D spatial variations of the magnetized cold plasma. Our simulation results for Faraday rotation and EM propagation characteristics agree very well with plasma theory.

Ongoing work includes extending the 3-D plasma algorithm developed here to the latitude-longitude [30] and geodesic [31] global 3-D FDTD models of the Earth-ionosphere waveguide. These global models could greatly improve simulation capabilities and results for a wide variety of applications, such as those described in [32] or [33].

APPENDIX

Iteration Matrix A: see the matrix at the bottom of the page.

Iteration Matrix B: see the first matrix at the top of the following page.

Iteration Matrix C: see the second matrix at the top of the following page.
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